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Abstract
Aim: With the widespread adoption of disk encryption technologies, it has become common for adversaries to em-
ploy coercive tactics to force users to surrender encryption keys. For some users, this creates a need for hidden
volumes that provide plausible deniability, the ability to deny the existence of sensitive information. Previous deni-
able storage solutions only offer pieces of an implementable solution that do not take into account more advanced
adversaries, such as intelligence agencies, and operational concerns. Specifically, they do not address an adversary
that is familiar with the design characteristics of any deniable system.

Methods: We evaluated existing threat models and deniable storage system designs to produce a new, stronger
threat model and identified design characteristics necessary in a plausibly deniable storage system. To better explore
the implications of this stronger adversary, we developedArtifice, the first tunable, operationally secure, self repairing,
and fully deniable storage system.

Results: With Artifice, hidden data blocks are split with an information dispersal algorithm such as Shamir Secret
Sharing to produce a set of obfuscated carrier blocks that are indistinguishable from other pseudorandom blocks on
the disk. The blocks are then stored in unallocated space of an existing file system. The erasure correcting capabilities
of an information dispersal algorithm allow Artifice to self repair damage caused by writes to the public file system.
Unlike preceding systems, Artifice addresses problems regarding flash storage devices andmultiple snapshot attacks
through simple block allocation schemes andoperational securitymeasures. To hide the user’s ability to run a deniable
system and prevent information leakage, a user accesses Artifice through a separate OS stored on an external Linux
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live disk.

Conclusion: In this paper, we present a stronger adversary model and show that our proposed design addresses the
primary weaknesses of existing approaches to deniable storage under this stronger assumed adversary.

Keywords: Deniable storage, steganography, file systems

1. INTRODUCTION
As everyday use of encryption for personal data storage becomes more common, adversaries are forced to turn
to alternative means to compromise the confidentiality of data. As a result, the possession of an encrypted file
or disk can expose a user to coercive cryptanalysis tactics, or worse [1]. In such situations, e.g. crossing the
border of a country with a repressive regime, it is necessary for the user to establish plausible deniability - the
ability to deny the existence of sensitive information.

The heightened risk inherent to carrying encrypted information pushes individuals to extreme methods to
exfiltrate data from dangerous or restricted environments. For example, in 2011, a Syrian engineer smuggled
a micro SD card hidden inside of a self-inflicted wound in order to expose information about atrocities in
Hama [2]. It is also increasingly common for nations and law enforcement to legally obligate disclosure of
encryption keys when requested by authorities under the authority of key disclosure laws [3]. These alarming
trends highlight the need for dependable deniable storage technologies to better safeguard at-risk individuals.

Since carrying encrypted files or dedicated hardware can be inherently suspicious, a deniable storage system
must be hidden within a publicly visible file system or storage device to maintain plausible deniability. It is
highly suspicious if there are visible drivers or firmware, unconventional partitioning schemes, excess unusable
space in a file system, or unexplained changes to the disk’s free space. To avoid suspicion, the hidden volume
must operate in such a way that the encapsulating file system and operating system are entirely unaware of the
hidden file system’s existence, even when faced with a detailed forensic examination.

Over the course of two decades, various systems have been designed in an attempt to address this problem. In
the process of navigating the compromises inherent to plausibly deniable storage, each of these systems demon-
strates distinctive “tells” that enable a skilled adversary with knowledge of their design to quickly discover
them. Some systems, such as StegFS [4], do not disguise hidden data writes as deniable operations, enabling
an adversary to compare two images of the disk and find the hidden volume in a multiple snapshot attack [5].
On-the-fly-encryption systems that include hidden volumes such as TrueCrypt [6] fail to adequately address in-
formation leakage to a public volume through common programs such as word processors [7]. While they hide
data and disguise writes to a hidden volume, oblivious RAM (ORAM)-based [8,9] systems such as HIVE [10] or
Datalair [11] incur significant performance penalties for both hidden and public volumes — presenting a “fin-
gerprint” detectable through basic benchmarking techniques. No existing approach successfully addresses de-
niability for the existence of the software or driver necessary for accessing a deniable storage system. Previous
work also rarely or inadequately discusses operational security characteristics that would contribute towards a
concept of operations. Given the realistic assumption that a skilled adversary knows these weaknesses, using
these existing solutions would put a user at significant risk.

These demonstrated weaknesses require a deniable storage system to meet a series of requirements: effectively
hide existence of the data, prevent information leakage to the public elements of a system, protect against
overwrite by user behavior, disguise changes to the physical storage media, and hide or disguise the means
used to access the hidden volume.
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We take a step toward the goal of applying deniable storage systems to safeguard users by addressing the above
requirements with Artifice, a block device that provides functional plausible deniability for both hidden data
and the Artifice driver itself. To access a hidden volume, the user boots into a separate, Artifice-aware op-
erating system through a Linux live USB drive which provides effective isolation from the host OS. Unlike
earlier systems, this does not leave behind suspicious drivers on the user’s machine and mitigates the impact
of malware and information leakage to the public volume.

A user’s writes to the Artifice volume are split through an information dispersal algorithm (IDA) such as Shamir
Secret Sharing [12] to generate pseudorandom carrier blocks. The carrier blocks are then stored in the unallo-
cated space of the public file system, which is also assumed to be full of pseudorandom blocks due to whole
drive encryption, a secure deletion utility, or similar means.

As the public file system cannot be aware of Artifice’s existence, Artifice must protect itself from damage due to
overwrites by public operations. IDAs provide Artifice overwrite tolerance through the inclusion of redundant
carrier blocks and enable a self repair process whenever the user boots the Artifice-aware OS. The overwrites
still occur, but they do not cause irreparable harm.

Artifice’smetadata locations are algorithmically generated through hashing a pass-phrase thatmust be supplied
to find and use the hidden volume. Without the correct pass-phrase, an Artifice instance is indistinguishable
from the rest of the free space on a disk. Unlike previous approaches, Artifice addresses the unique challenges
posed by modern flash devices through the careful management of TRIM operations. Many systems aim to
address the problem of multiple snapshot attacks in which an adversary deduces the existence of a hidden
volume through comparison of multiple images of the disk taken at different times. Artifice tackles this issue
through writing hidden blocks under the guise of a suitable deniable operation, such as defragmentation and
routine file deletion, or through operational security measures.

In summary, Artifice provides a plausibly deniable storage system that effectively hides data in the free space
of an existing file system while ensuring the integrity of the hidden data, defends against information leakage
and malware, and hides the user’s ability to run a deniable storage system - all while performing well enough
for everyday tasks without affecting the behavior of the public system.

2. RELATED WORK
Over the past few decades, there have been several attempts at creating a plausibly deniable storage system
(shown in Table 1). While these existing systems all claim to provide plausible deniability, they commonly
possess easily detectable traces or behaviors. Such characteristics can betray the existence of the file system
itself or the user’s capability of running a plausibly deniable system.

Anderson et al. [13] were the first to propose a steganographic file system and described two possible approaches.
The first approach consists of a set of cover files filled with random information, of which a subset is combined
with hidden files using an additive secret sharing scheme. The exact subset of the cover files that must be
XOR’d together to reveal the hidden data is determined by a user’s passphrase. This approach is more in line
with classical steganographic systems that rely on embedding hidden information in the lower order bits of
large files such as audio and video. While this approach is conceptually simple, the presence of unexplained
random cover files is suspicious and a relatively large number of cover files is required to provide computational
security.

The second construction hides data within the unallocated space of another file system. Although the proposal
lacked an implementation of the two ideas, most deniable storage systems follow the second approach.
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McDonald and Kuhn implemented Anderson et al.’s second scheme as a Linux file system based on ext2
known as StegFS [4]. StegFS uses a block allocation table to map encrypted data to unallocated blocks with the
additional capability of nesting hidden volumes so that the user can reveal some hidden data in the hope of
satiating an adversary. This system does not adequately address the issue of a multiple snapshot attack.

Pang et al. [14] implemented their variant of StegFS that improved reliability by removing the risk of data loss in
the hidden file system when the open file system writes data. However, this version contains a bitmap which
exposes the existence and maximum size of the hidden volume.

Mnemosyne [15] replaces StegFS’s simple replication techniquewithRabin’s InformationDispersal Algorithm [16]

in order to provide greater durability and improve write amplification across nodes. However, since it is de-
signed as a peer-to-peer system, it does not hold up to our adversary model.

The on-the-fly-encryption (OTFE) system TrueCrypt [6] also provides the capability of running a hidden file
system within the free space of an ordinary encrypted volume. Its approach is similar to StegFS in that each
nested file system has a single key, which grants access to the hidden data. Since such approaches coexist with
the public operating system, challenges arise concerning information leakage through programs that access
the hidden volume [7]. Additionally they do not defend against multiple snapshot attacks.

Datalair [11] and HIVE [10] combine a hidden volume with ORAM [8,9] techniques to obscure the volume’s exis-
tence and disguise access patterns. Accesses to hidden data are disguised among random accesses to a public
volume. Theoretically, this prevents an adversary from successfully carrying out a multiple snapshot attack.
In practice, ORAM and similar techniques incur significant performance penalties that severely impact the
usability of the hidden and public volumes. In the case of HIVE, throughput for both public and hidden se-
quential operations is slowed to approximately 1 MB/s [11]. Random disk write patterns and unexplained slow
performance compared to the raw disk can possibly be viewed as suspicious.

Recently, Chen et al. [17] published PD-DM, a device mapper based approach aimed at addressing the poor
performance of ORAM dependent systems [10,11]. Although it significantly improves read performance, write
performance still suffers, and it presents the same distinctive performance characteristics that would betray
the existence of a hidden volume.

Mobiflage [18], a deniable storage system formobile devices, maintains a partition of the disk containing random
data within which hidden data can possibly be stored. It relies on the ambiguity of whether or not hidden data
are present to provide deniability while ignoring that the presence of a disk partition containing unexplained
random information is suspicious.

DEFY [19] is a log structured deniable file system designed for host controlled flash devices and is based on
WhisperYAFFS [20]. DEFY does not adequately protect against hidden data overwrite unless hidden volumes
are constantly mounted and is limited to use on a type of raw flash device called memory technology devices
(MTDs).

Zuck et al. [21] proposed the ever-changing disk (ECD) [21], a firmware design that splits a device into hidden
and public volumes where hidden data are written alongside pseudorandom data in a log structured manner.
Although the design makes significant progress towards solving the problem of hidden data overwrite and
mitigating multiple snapshot attacks, the lack of deniability for the exposed partitioning scheme and proposed
custom firmware are a vulnerability.

None of the previously described systems hide a user’s capability of running a plausibly deniable system, pre-

http://dx.doi.org/10.20517/jsss.2020.22


Barker et al. J Surveill Secur Saf 2021;2:42­65 I http://dx.doi.org/10.20517/jsss.2020.22 Page 5 of 24

vent information leakage, or address malicious software installed by an adversary. One proposed system, a
previous version of Artifice [22], attempts to address these concerns but lacks a well defined threat model, a
better description of its information dispersal techniques, does not address operational security, and needs a
more thorough evaluation.

3. THE PROBLEM OF PLAUSIBLY DENIABLE STORAGE
Many existing deniable storage systems’ faults originate with the assumptions made in their adversary model
or in some cases an absence of one. We believe that it is critical to the design and operational considerations of
deniable storage to better define and explore the possible threats against such systems. Most often overlooked
is the fact that the adversary does not have to prove the existence of a deniable volume to compromise the user.
Since the adversary is often assumed to apply coercive tactics to access visible obfuscated data, they could also
apply the same technique to compromise a deniable volume. In the case of encrypted data, the obfuscated
bytes are readily apparent, but, in the case of a deniable volume, there must be some indication that the user
is running such a system to warrant escalating to coercion. As a result, we assume attacks against a deniable
storage system do not have to prove the existence of a hidden volume but only convince the adversary that
there is a sufficient probability that the user is hiding something. Since the ultimate goal of a hidden volume
is to avoid coercive tactics, we must then avoid arousing the adversary’s suspicion.

Some examples of previous work assume that the user’s ability to utilize a deniable storage system is innocuous
if that system is bundled with other widely used software such as an operating system [18,23]. Since plausibly
deniable storage is a response to scrutiny of disk encryption systems, it follows that the adversary would also
view a deniable storage system with similar, if not more, suspicion than they would an encrypted volume.
Without this assumption, even sophisticated multiple snapshot resistant approaches would be vulnerable to a
significantly simpler adversary. While this more limited adversary would have to know what driver software
or system characteristics to look for, we must also assume that the adversary has knowledge of the deniable
system’s design or else we risk relying on “security through obscurity”, which should be avoided [24]. From this,
we propose that a user’s ability to run a plausibly deniable storage system cannot be considered normal and
as such any secure deniable storage system must take efforts to disguise a user’s ability to run said system in
addition to any hidden data.

The second flawed assumption is that the adversary will not install malware or take other steps to gain more
information about that device than what they can obtain through static snapshots [14,17–19,23]. It has been ob-
served that officials have installed malware on users’ devices when they cross a border [25]. We propose that
a deniable storage system must assume that malware can be installed on the user’s device and that it should
be capable of defending against it. Since malware can potentially provide a significant amount of information
to the adversary about the user’s activities, we must assume that an adversary that can install malware on the
user’s device must be capable of carrying out continuous traffic analysis to detect a hidden volume.

3.1 Adversary model
We consider our adversary to likely be an agency or organization that wishes to tightly control the flow of
information inside and across their domain’s borders. We assume that a likely and typical use case for a deni-
able storage system entails the adversary gaining unfettered access to a device for a short period of time in the
presence of the user, such as officials inspecting a device at a border crossing. This does not preclude the pos-
sibility of the adversary gaining access to the user’s device and installing malicious software or compromising
the device’s firmware without the user’s knowledge in what is commonly known as an “evil maid” attack [26].

From these points, we propose the following adversary model and operational assumptions for a deniable
storage system. We must assume that the adversary has knowledge of deniable storage systems, their designs,
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and capabilities. We consider any part of the user’s machine that interfaces with the disks or other storage
devices to be part of the attack surface. Unique among deniable storage is that we must consider that the user
is also open to attacks by our adversary, not just the device. As a result, we have to include the user in the
attack surface.

We assume the adversary can confiscate the user’s device and perform any static forensic analysis that they deem
warranted. While accessing the device, the adversary has the ability to install and run applications, modify files,
manipulate disk sectors, andmake copies of the disk. This includes the possibility of a multiple snapshot attack
where the adversary has been able to analyze the device at multiple points in time. The adversary can also
install operating system level malware (rootkit) or malicious application on the user’s device for the purpose
of gathering more information about the user’s activities and device characteristics. Similarly, the adversary
can monitor the user’s interactions with public network infrastructure for suspicious behavior. That said, they
cannot continuously monitor the user’s actions at all times. If an adversary is able to continuously monitor the
user, then there is no safe time to access a hidden volume. Should the adversary discover a suspicious aspect of
the user’s device such as an undisclosed partition, hidden information, or suspicious software, they may coerce
the user to reveal a password, encryption key, or other sensitive information possibly. This coercion can include
methods such as the threat of legal penalties [3] or the use of a rubber-hose attack [1]. As the adversary can easily
verify any access credentials provided by the user under coercion, we assume that coercion is a very effective
means of compromising a hidden volume.

While we assume that our adversary is relatively powerful, we must also consider that even a sophisticated
intelligence agency will possess considerable but ultimately finite resources to carry out an attack. From this,
we can assume the adversary would have a procedure for escalating the rigor and corresponding resource cost
of their tactics. For example, they would move from relatively simple techniques such as disk capacity checks
and looking for suspicious software to more involved techniques such as forensic analysis and snapshot attacks.
The eventual result of this escalation is coercive tactics and/or detaining the user. While this model is useful in
determining requirements for a deniable storage system, we cannot predict how suspicious the adversary will
initially be of a given user and at which level of rigor the adversary will start examining their device.

3.2 Deniability of random information
From the beginning, deniable storage systems have relied on hiding obfuscated information in and amongst
other pseudorandom data existing on a user’s device. A common problem that all these systems face is provid-
ing a deniable reason for the existence of pseudorandom information on the disk.

If we hide information when using a whole disk encryption system, then at first glance one will not be able to
tell the difference between the public file system, unallocated space, and the hidden data. As we assume our
adversary treats encrypted information as suspicious, it would also mean that all pseudorandom data on the
disk is suspect until the adversary further examines it. When the adversary gains access to the encryption key,
it will reveal the free space, which should still be decryptable unless the key has been changed since the data
were deleted. In this case, our hidden information cannot be decrypted with this key andwill stand out. Ideally,
we need some way to render free space pseudorandom without providing a means for the adversary to recover
and decrypt blocks. To do this, we can use a secure deletion utility to encrypt data in the free space of a file
system and throw away the key, providing a deniable reason for the presence of undecryptable pseudorandom
information.

3.3 Multiple levels of deniability
Many previous deniable storage systems support multiple levels of hidden information where the lower is the
level, the more sensitive is the information [4,14,19]. The intended purpose is so that when subject to coercion
the user could reveal less sensitive levels of the deniable system while keeping others secret. This is similar to
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running a whole disk encryption system alongside a deniable system where the user would surrender the en-
cryption key to an adversary while not revealing the presence of the deniable system. Themulti-level approach
assumes the adversary will deduce the existence of a hidden volume. While such an approach may satiate an
ignorant or less determined adversary, if they possess knowledge of the storage system’s capabilities, then we
have to assume they will press the user further for access to further hidden levels.

As we must assume that our adversary knows of a deniable system’s design and capabilities, it becomes clear
that multiple levels of deniability should not be used as a primary defensive measure. That is not to say that
the capability is not worthwhile but that it should be relied on as a fallback if other methods of protecting the
user have failed.

4. DESIGN REQUIREMENTS
Considering our assumed adversary as previously described, we can derive the following series of design re-
quirements for a deniable storage system.

1. Render hidden information indistinguishable from deniable information. As most deniable storage de-
vices rely on hiding information within the free space of some other volume, it is essential to make such
information indistinguishable from the rest of the free space. A deniable system that separates public and
hidden volumes with a unique partitioning scheme cannot fulfill this requirement as it is possible for the
adversary to compare the usable and advertised capacities of the device and investigate any discrepancies.

2. Prevent information leakage. Since deniable storage systems coexist with the public operating system, chal-
lenges arise concerning information leakage through programs that access the hidden volume. In the case
of TrueCrypt, Czeskis et al. [7] demonstrated that the system was plagued by information leakage through
both the features of the Windows operating system and applications such as Microsoft Word. It was also
made apparent by Troncoso et al. [5] that, should an adversary install malware on a device to continuously
leak disk traffic information, then it is possible to reveal the existence and location of hidden files.

3. Mitigate the effects of overwrites by the public file system. Under normal use the system does not know
about the data hidden in unallocated space, so any writes have some probability of overwriting clandestine
data. A deniable storage system hiding within unallocated space must therefore provide some reasonable
protection from overwrite.

4. Disguise changes to the free space of the file system. Foremost among the concerns for deniable storage
systems is the multiple snapshot attack in which the adversary is able to capture images of the disk and infer
the existence of a hidden volume through analysis of the changes. Most approaches attempt to disguise
accesses to the hidden volumewith eithermany random accesses to the disk [10,11,14,17] orwith hiding hidden
data accesses within other random information [21].

5. Hide the user’s ability to run a deniable storage system. As discussed above, it is unlikely for the average
user to keep a deniable volume driver on their devices and thus possession of such software would be
considered suspicious. The presence of a driver implies that the user’s device contains a hidden volume.
Detecting the driver software is perhaps the least computationally intensive manner for the detection of a
deniable system, as it only involves inspection of the storage software stack, device firmware, behavioral
characteristics, or partitioning scheme. In the case of some systems, there is a significant performance
impact for both the hidden and public volumes such that it would be simple to infer the existence of a
deniable system [10,11,17]. While it is possible to hide such software through the use of a rootkit or other
malware, we cannot rely on this technique as it is “security through obscurity”.

There is no previous system that satisfies all of these requirements. In particular, none hide a user’s capability
of running a plausibly deniable system or address malicious software installed by an adversary.

Efforts to satisfy these requirements inevitably result in design compromises. For instance, to protect against
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Table 1. Plausibly deniable systems

System Overwrite protection Indistinguishability Information leakage resistance Deniable changes Deniable software

Veracrypt [27] ✓ - - - -

StegFS (McDonald) [4] Probabilistic ✓ - - -

StegFS (Pang) [14] ✓ - - Dummy accesses -

Hive [10] ✓ - - ORAM -

Datalair [11] ✓ - - ORAM -

DEFY [19] ✓ - - - -

Mobiflage [18] ✓ - - - -

Mobipluto [23] ✓ - - - -

Ever Changing Disk [21] Probabilistic ✓ - User behavior -

PD-DM [17] ✓ - - ORAM -

Artifice Probabilistic ✓ ✓ Operational security ✓

hidden data overwrite or to disguise access patterns, performance is inevitably affected by IO amplification
from reading, writing, or analyzing more blocks per operation.

The overarching goal of any deniable storage system is not only to provide confidentiality but to also allow
the user to deny the data’s existence. There will inevitably be anomalies on the disk that the adversary will
investigate in an attempt to find a clue that points to the existence of a hidden volume. These requirements are
meant to minimize the number of anomalies visible to the adversary while also equipping the user to provide
deniable reasons for those that remain.

5. DESIGN
To address the previously discussed design requirements, we designed Artifice, a plausibly deniable virtual
block device built on the Linux devicemapper kernel interface (shown in Figure 1). Artifice obfuscates data and
provides protection from accidental overwrite using an IDA such as Shamir Secret Sharing [12] to generate a set
of pseudorandom shares or carrier blocks from a user’s data blocks. These carrier blocks provide combinatorial
security where an adversary must select the correct blocks out of the free space to reconstruct a data block.
Adding redundant carrier blocks enables Artifice to repair itself when it is inevitably damaged by the public
file system. This IDA-based approach and flexible block allocation allows the user to configure Artifice for use
with a variety of public file systems and mitigate the effectiveness of a multiple snapshot attack.

Unlike previous approaches that require driver software to be installed on the user’s device, a user accesses
Artifice by booting a separate live Linux installation on a USB drive containing the Artifice driver. Isolating
the driver from the public operating systemprevents information leakage and protects theArtifice volume from
most malware. Separating the hidden data from the driver software prevents the adversary from inferring the
existence of the data from the existence of the Artifice software. It is also important to note that the user does
not need to possess a copy of the bootable USB drive at all times, and it would be advantageous for them to
not be carrying it on their person when under the scrutiny of an adversary.

5.1. Information dispersal algorithms
Artifice addresses the problems of obfuscation and hidden data overwrite with a single step through the use of
an IDA. Artifice is designed to utilize Shamir Secret Sharing [12] or systematic erasure codes combined with an
all or nothing transform [28] to generate carrier blocks (shown in Figure 2). These algorithms provide an (𝑛, 𝑘)
scheme where at least 𝑘 carrier blocks out of a set of 𝑛 are needed to reconstruct the original data and no data
are recovered if fewer than 𝑘 blocks are available.
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Figure 1. System overview of Artifice. The Artifice kernel module resides in a separate operating system contained on removable media.
The public system includes the public file system that Artifice hides in and the public OS. Free space in the public file system should be
filled with pseudorandom blocks.

Carrier block overwrite will occur through operations performed by the public system. Artifice treats over-
writes by the public file system as erasures or lost shares. Reconstructing the original data block through an
IDA provides Artifice with the redundancy needed to tolerate accidental overwrites and the ability for the
system to repair itself through reconstructing and remapping lost carrier blocks.

The first IDA that Artifice can use is Shamir Secret Sharing [12]. This algorithm secret splits a single data block
into a set of 𝑛 carrier blocks of which 𝑘 ≤ 𝑛 are required to reconstruct the original data block. As long as
𝑘 < 𝑛, the scheme can tolerate at least 𝑛 − 𝑘 carrier block overwrites per set. In addition to obfuscation and
redundancy, Shamir’s scheme also provides a guarantee of information theoretic security. This prevents the
adversary from gleaning information about the data block without picking a full set 𝑘 of the correct carrier
blocks out of the public file system’s unallocated space.

The downside to utilizing Shamir’s secret sharing scheme is that it does not provide any advantage in space
efficiency for a given level of redundancy over a simple encryption and replication scheme. This is not a
significant concern for Artifice as Shamir’s scheme provides us with a simple design and a strong security
guarantee when used in conjunction with encryption.

To address the drawbacks of Shamir’s scheme, Artifice can also utilize a significantly more efficient IDA called
AONT-RS [28]. This algorithm combines an all or nothing transform [29] with a systematic Reed–Solomon
erasure code [30] to provide a threshold scheme similar to Shamir’s approach but more space efficient. With
AONT-RS, the message 𝑀 is encrypted with a randomly generated key 𝐾 to generate the ciphertext𝐶. AONT-
RS appends a known integrity checking “canary” value to the data prior to encryption. WithArtifice, wemodify
this and instead store a hash of the 𝑀 in Artifice’s metadata. The encrypted data are then hashed to produce ℎ,
which is XOR’d with 𝐾 to produce a difference 𝑑. The difference 𝑑 is appended to the encrypted data, which
are then split into a set of 𝑘 blocks, with the number 𝑘 being our reconstruction threshold. To generate the set
of redundant blocks 𝑚, we encode our encrypted data using Reed–Solomon codes to produce 𝑚 parity blocks.
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Figure 2. The information dispersal algorithms available for use with Artifice.

We then have the set of 𝑛 carrier blocks where 𝑛 = 𝑚 + 𝑘 .

To reconstruct the data, Artifice decodes set of carrier blocks using Reed–Solomon to resolve any erasures and
recover the ciphertext. 𝐶 is then hashed to reproduce ℎ, and the key is recovered from XOR’ing the hash with
the appended value 𝑑. The data can then be decrypted and the integrity of the result verified using our stored
hash. The AONT-RS implementation used with Artifice uses material derived from the user’s passphrase as
an initialization vector during the encryption step.

Instead of each share being the same size as the original data block, they can be a fraction of the size of the orig-
inal secret similar to Rabin’s IDA [16]. This combined with the efficiency of Reed–Solomon allows significantly
lower space consumption versus a similarly resilient secret sharing scheme. For example, to store 𝑖 blocks of 𝑠
bytes with a threshold of 𝑘 in our Reed–Solomon/entropy approach, wemust have𝑚 ≥ 𝑘−𝑒 carrier blocks and
therefore store (𝑚×𝑠×𝑖)/(𝑘−𝑒) bytes. To store the same number of blocks with our secret sharing scheme, we
must store 𝑖 × 𝑠× (𝑚 + 𝑘) bytes. In AONT-RS, we only have to store (𝑖 × 𝑠× (𝑚 + 𝑘))/𝑘 bytes. However, unlike
secret sharing, it only provides a computational guarantee as opposed to an information theoretic guarantee.

There is of course a trade off among resilience, security, and performance, but using an IDAallows for ameasure
of tunability. The larger is the threshold 𝑘 required to rebuild the data, the more secure is the system as the
number of possible block combinations has increased. Conversely, a smaller 𝑘 in proportion to 𝑛 provides
more data resiliency in the face of overwrites as we have more redundant blocks that Artifice can afford to lose.
One can also increase the number of carrier blocks to providemore resiliency at the cost of space efficiency and
performance due to increased write amplification and extra CPU intensive operations. Conversely, decreasing
the number of carrier blocks can improve performance.

5.2. Combinatorial security
The use of an IDA provides Artifice with combinatorial security on top of more traditional computational
security provided by encryption. Without knowledge of which carrier blocks correspond to what data blocks
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Figure 3. The process of locating Artifice superblocks through chain hashing a user’s passphrase.

and with carrier blocks indistinguishable from other free space on the disk, an adversary must attempt to
reconstruct every combination of possible carrier blocks.

If we assume that the adversary cannot determine which unallocated blocks contain hidden data, then the time
needed for a brute force attempt to reconstruct the Artifice volume is on the order of 𝑂 ( 𝑛!

𝑘!(𝑛−𝑘)! ), where 𝑁 is
the total number of unallocated blocks on the disk. In this case, the threshold 𝑘 can be considered constant or
limited to a small range of realistic values, so the computational complexity can be simplified to𝑂 (𝑁 𝑘 ). While
polynomial time does not necessarily provide a strong security guarantee on its own, the number of blocks 𝑁
can be quite large. In the case of a 1 TB disk with 512 GB of free space, there are 227 4 KB unallocated blocks.
If we assume each data block is divided into a set of 12 carrier blocks with a reconstruction threshold of 8, then
there are (227)8 or 2216 possible combinations for reconstructing each data block.

Even if an adversary is able to determine which blocks contain hidden data, a brute force attack is still infeasible.
Using the same secret sharing parameters as the previous example and assuming our Artifice volume has
footprint of 8 GB or 221 4 KB carrier blocks, then there are still (221)8 or 2168 possible block combinations
for the adversary to attempt. Each data block can be reconstructed through

(12
8
)
= 495 different combinations.

With this and the approximate size of the volume, we can approximate that, out of the 2168 block combinations,
on the order of 227 combinations will yield a valid data block.

5.3. Artifice map
Artifice reads data by identifying the carrier blocks and entropy blocks associated with the logical block address
through ametadata structure called the ArtificeMap (shown in Figure 4). TheArtificeMap is amulti-level tree
that stores mappings from logical data blocks to physical carrier block locations. The map is made repairable
in the face of overwrites by our IDA scheme and is stored alongside the carrier blocks in unallocated space.

A hash of a user specified passphrase is used to determine the location of a superblock which provides general
information about the metadata structures and the locations of the Artifice Map carrier blocks (Figure 3). The
superblock is replicated to protect against overwrite, and each replica is encrypted with a different unique key
derived from the passphrase. The possible block offset of each replica is derived from a hash of the previous
replica’s possible location. If a specified location is in use by a valid public block, then the next possible location
is used for that replica. A possible location is confirmed to contain a superblock replica if the decrypted replica
starts with a known value. If a possible location for a superblock is found to not begin with the expected value
when mounting an Artifice volume, then the driver moves to the next location and repeats the process until
a replica is found. The number of these replicas written to the disk is defined by the user. Artifice should
be configured to generate more replicas of the superblock than shares of the data blocks to provide a better
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Figure 4. The design of the Artifice Map.

probability of survival. Should a user need to revoke the passphrase, the superblocks are re-encrypted with a
new passphrase and moved to new locations determined by the new passphrase.

Each entry in the map contains a set of carrier block pointers, checksums of each carrier block, and a hash of
the original data block that is used to verify the reconstruction succeeded. In the case of an encoding scheme
that requires an external entropy source, identifying information about that entropy source is also included.
These entries are arranged intomap blocks.

To support information dispersal for the map blocks, a multi-level approach is required. Additional levels of
map blocks are used to track the shares of the next lowest level of map blocks. This technique reduces the size
of the top level of map blocks. The location of the top level of map blocks are referenced by a set of pointer
blocks. Both this top level of map blocks and pointer blocks are replicated and encrypted in a similar manner
to the superblock. Information about the pointer blocks is stored in the superblock. When Artifice is running,
map and pointer blocks are reconstructed and a working set is cached in memory. As the map is modified by
new writes, it is periodically flushed to the disk.
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5.4. Block operations and self­repair
Disk operations in Artifice occur on block IO requests similarly to other device mappers such as dm-crypt [31].
However, instead of encrypting data blocks, the blocks are split into carrier blocks on writes and reconstructed
on reads. Artifice differs from most device mappers as it possesses the ability to self repair.

To determine what space on the disk is unallocated, Artifice identifies the type of the public file system and
parses itsmetadata to return a list of unallocated block addresses. WhenArtifice is initialized, the user provides
their passphrase, which is used to determine the current locations of the superblock replicas. The superblock
then provides enough information to reconstruct and load the Artifice Map into memory.

This list of block addresses and the reconstructed Artifice Map are used to construct an allocation bitvector, at
which point Artifice can carry out self repair and normal block device operations. As it is only a block device,
the user would then format the Artifice device with a file system of their choice and mount it as they would
any other disk. Additional data integrity protections can be provided by this file system.

Artifice differs from most device mappers in its self repair processes. Self repair occurs whenever Artifice is
mounted or when prompted by the user and starts with a scan of the Artifice Map and the list of unallocated
blocks from the public file system. Whether a carrier block has been overwritten is determined through the
carrier block checksum stored in the map entry. If a carrier block has been overwritten, it is considered an
erasure in our encoding scheme. The missing carrier blocks are reconstructed and remapped to new locations
on the disk. Should additional problems arise, the checksum of the original data block is stored in the map to
verify that the data block was rebuilt successfully.

The self repair process is best executed whenever Artifice is initialized and can run in the background while
other disk accesses are in progress. Any additional error correction, crash recovery, or integrity checks are left
to the file system that Artifice is formatted with.

Lastly, Artifice provides a trivial method for self destruction. As the deletion of carrier blocks is a normal
consequence of public volume writes, one can simply discard the passphrase. Without the passphrase, infor-
mation retrieval is computationally infeasible and normal public operations will overwrite the hidden data over
time. For additional security, Artifice can also delete the superblock replicas to erase any chance of finding the
hidden volume.

5.5. Public file system considerations
To effectively combat hidden data overwrite and the multiple snapshot attack, Artifice must be able to tailor its
behavior to the file system that it is hiding in. In the case of data overwrite, Artifice should react to the block
allocation and write behaviors of the public file system. This takes the form of identifying “busy” locations in
the public file system, such as journaling regions, and avoiding them, allowing Artifice to place data in free
blocks that are the least likely to be overwritten in the near future. In the case of log structured file systems [32],
it is best to place only one carrier block of out a set in each segment.Thus, the impact of garbage collection
on any individual segment is minimized. Lastly, a user must avoid activities such as large data writes and SSD
TRIM operations. These pose a significant risk to the carrier blocks regardless of efforts to protect them as
both can overwrite or remap a large number of blocks. When multiple Artifice volumes are present within the
same free space, overwrites can also come from these other instances. The end result of overwritten blocks is
the same, but the user must be aware that storing multiple hidden volumes increases the risk of data loss.

Additionally, there is the problem of a deniable reason for large amounts of pseudorandom information in the
free space of a file system. The naive method is to fill the free space of a disk with pseudorandom bits prior
to initializing a hidden volume [6]. The drawback of this approach is that filling the unallocated portions of
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the dis k wit h u nex plai ne d pse u d ora n d o m i nf or mati o n c o ul d be c o nsi dere d s us pici o us. Eve n t h o ug h usi ng
Arti ficei n c o nj u ncti o n wit h a dis k e ncr y pti o n syste m w o ul d ma ke t he free s pace a p pear ra n d o m at first gla nce,
we m ust ass u me t hat t he a dversar y w o ul d bei n p ossessi o n of t he key t o t he p u blicly visi ble e ncr y pte d data. As
a res ult, s uc h data w o ul d be rea da ble a n d a ny o bf uscate d carrier bl oc ks c o ul d p ossi bly be disc overe d. To av oi d
t his, we nee d t o re n der t he free s pace u n decr y pta ble. This ca n be ac hieve d t hr o ug h a sec ure deleti o n utility
t hat deletes data by e ncr y pti ng it a n d t hr o wi ng a way t he key. If a user were t o use s uc h a pr ogra m t o sec urely
wi pe a drive pri or t o usi ng it wit h a hi d de n v ol u me, t he n t here w o ul d be a p o ol of ra n d o m bl oc ks f or Arti fice
t o hi dei n. The dra w bac kis t hat, as t he user writes a n d deletes p u blic data, t he p o ol of de nia bly ra n d o m bl oc ks
w o ul d s hri n k. To s olve t his, a p u blic file syste m t hat perf or ms sec ure deleti o n t hr o ug h e ncr y pti o n by defa ult
w o ul d be t hei deal e nvir o n me nt f or Arti fice asit re ple nis hes t he p o ol of de nia bly ra n d o m bl oc ks w he never t he
user deletes p u blic data.

O P E R A TI O N A L S E C U RI T Y

O perati o nal sec urity is a n o fte n overl o o ke d as pect of de nia ble syste ms. Ex pl ori ng t he pr oce d ures a n d o pera-
ti o nal circ u msta nces s urr o u n di ng t he de pl oy me nt of s uc h a st orage syste m is critical a n d ver y li kely t o be t he
deci di ng fact or i n t he act ual sec urity of t he syste m. I n t he case of Arti fice, we m ust c o nsi der t he de nia bility of
t he driver s o ft ware, t he sec urity of t he pass p hrase, p hysical sec urity of t he device, a n d t he meas ures t hat s h o ul d
be ta ke nif a ny of t he c o m p o ne nts necessar y t o use Arti fice are c o m pr o mise d. These meas ures are s u m marize d
i n Ta ble 2.

As me nti o ne d previ o usly, Arti fice ai ms t o pr ovi de de nia bility f or t he st orage syste m’s driver, as t he prese nce of
a relatively u nc o m m o n a n d s us pici o us pr ogra m o n t he user’s device w o ul d i m ply t he existe nce of a de nia ble
v ol u me. Kee pi ng t he v ol u me a n d s o ft ware o n se parate devices assists i n t his b ut is still heavily relia nt o n t he
user’s practices. We ass u me t hat t he de nia bility of t he s o ft ware is tie d t o its pr o ba bility of bei ng prese nt o n
a n average user’s device. The m ore c o m m o n a n d i n n oc u o us t he s o ft ware is, t he less s us pici o us it is t o o ur
a dversar y. D ue t o t he ma ny dra w bac ks i n here nt t o de nia ble st orage syste ms, we ca n ass u me t hat a user will
n ot have it i nstalle d u nless t hey i nte n d t o mai ntai n a hi d de n v ol u me. H o wever, if a de nia ble st orage syste m
were t o be i ncl u de d i n s o me ot her c o m m o n s o ft ware pac kage, s uc h as t he Li n ux ker nel, t he n t he user w o ul d
have a de nia ble reas o n f or t he driver’s prese nce o n t heir device.

I n a n i deal sce nari o, t he user w o ul d e ns ure t hat t hey d o n ot p ossess a c o py of Arti fice o n a live dis k w he n t he
a dversar y is m ost li kely t o i ns pect t heir device. This ass u mes t he user has discar de d t heir origi nal live dis k
a n d ma de arra nge me nts t o o btai n a c o py o nce t he prese nt da nger has passe d t o access or re pair t he v ol u me.
To carr y o ut t his m ore sec ure pr oce d ure, t he user i n p ossessi o n of t he hi d de n v ol u me may nee d t o c o or di nate
wit h m ulti ple ot her i n divi d uals. W he n t his is n ot practical t he user c o ul d fall bac k o n classic stega n ogra p hic
tec h ni q ues s uc h as hi di ng data i n t he l o wer or der bits of i mages t o hi de t he s o ft ware o n t he live dis k. This
a p pr oac h w o ul d re q uire less over hea d as t he driver is sig ni fica ntly s maller t ha n t he hi d de n v ol u me. S h o ul d
t he user carr y t he live dis k o n t heir pers o n wit h o ut a d diti o nal meas ures t o hi de t he s o ft ware a n d it falls i nt o
t he ha n ds of t he a dversar y, we m ust be c o ncer ne d a b o ut t he a dversar y escalati ng e ff orts t o m o nit or t he user’s
acti o ns a n d we m ust ass u me t he a dversar y k n o ws t hat t he user is p ossi bly i n p ossessi o n of a hi d de n v ol u me.

Arti fice d oes n ot persiste ntly st ore a ny material pertai ni ng t o t he pass p hrase o n a device. To f urt her i m pr ove
sec urity, m ulti ple fact ors ca n be utilize d al o ngsi de t he pass p hrase t o l ocate a n d sec ure a n Arti fice v ol u me. If
a pass p hrase is c o m pr o mise d by a n a dversar y, Arti fice pr ovi des a n easy mea ns f or rev o ki ng a n d re placi ng a
set of cre de ntials. W he n a ne w pass p hrase is c h ose n, Arti fice will deter mi ne ne w l ocati o ns f or t he s u per bl oc k
a n d p oi nter bl oc ks. These will be re ma p pe d t o t h ose ne w l ocati o ns a n d e ncr y pte d usi ng t he ne w pass p hrase.
The ol d s u per bl oc k re plicas a n d p oi nter bl oc ks will be over writte n wit h ra n d o m i nf or mati o n. The a dversar y
gai ni ng access t o t he live dis k is irreleva nt as t he a dversar y c o ul d at t his p oi nt k n o w t he user has a n Arti fice
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T a bl e 2. P o s si bl e s c e n ari o s a n d r e m e di e s f or t h e c o m pr o mi s e of diff er e nt Artifi c e c o m p o n e nt s.

✓ : T h e it e m i s still i n t h e u s er’ s p o s s e s si o n or n ot c o m pr o mi s e d b y t h e a d v er s ar y.
× : T h e it e m h a s b e e n l o st or c o m pr o mi s e d.

-: Irr el e v a nt t o t h e s c e n ari o.

Pa
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D e s cri pti o n R e m e d y

× ✓ - n o P a s s p hr a s e i s c o m pr o mi s e d b y t h e a d v er s ar y. T h e e xi sti n g p a s s p hr a s e s h o ul d b e r e v o k e d a n d r e pl a c e d
wit h n e w cr e d e nti al s.

✓ × ✓ n o D e vi c e c o nt ai ni n g t h e v ol u m e i s c o m pr o mi s e d. C h a n g e t h e p a s s p hr a s e, d e ni a bl y s cr a m bl e i nf or m ati o n o n
t h e di s k, or d e str o y t h e d e vi c e.

✓ ✓ × n o Di s k c o nt ai ni n g t h e dri v er i s c o m pr o mi s e d. T h e u s er s h o ul d b e c o n c er n e d a b o ut t h e a d v er s ar y e s c al at-
i n g eff ort s t o m o nit or t h e u s er’ s a cti o n s.

✓ ✓ ✓ n o S ur v eill e d b y t h e a d v er s ar y w hil e a c c e s si n g Artifi c e. T h e u s er s h o ul d b e c o n c er n e d a b o ut t h e a d v er s ar y e s c al at-
i n g eff ort s t o m o nit or t h e u s er’ s a cti o n s. H a vi n g m ulti pl e
v ol u m e s c o ul d h el p.

× × × y e s All c o m p o n e nt s ar e c o m pr o mi s e d. T h er e i s n o p o s si bl e r e m e d y t h at will pr ot e ct t h e u s er or t h e
hi d d e n i nf or m ati o n.

v ol u me. If t he useris a ble t o c ha nge t he pass p hrase pri or t o t he a dversar y gai ni ng access t o t he st orage v ol u me,
t he n t he a dversar y will be u na ble t o fi n d Arti fice usi ng t he ol d pass p hrase.

S h o ul dt he a dversar y gai n p hysical or re m ote accesst ot he user’s device, we m ust ass u met hatt hey havei nstalle d
mal waret o m o nit ort he user’s acti o ns a n dta ke n a s na ps h ot oft he dis k. Is olati ng Arti Thcet o a se parate o perati ng
syste m hel ps pr otect agai nst lea kage t hr o ug h OS-level mal ware. Arti fice’s m o del ca n n ot hel p pr otect agai nst
har d ware or Thr m ware level mal ware, a n d, if s uc h ta m peri ng is ass u me d t o be prese nt, t he n t he safest o pti o n
is t o re place t he device. If t his is n ot p ossi ble, t he n t he user c o ul d scra m ble i nf or mati o n o n t he dis k t hr o ug h
a n o perati o n s uc h as dis k defrag me ntati o n or syste m clea n u p utilities a n d c ha nge t he pass p hrase. Ulti mately,
it is a dvisa ble f or t he user t o kee p t heir device wit h t he m at all ti mes t o pr otect agai nst t he a dversar y gai ni ng
access wit h o ut t heir k n o wle dge.

If all t he c o m p o ne nts of t he syste m are c o m pr o mise d, t here is little t hat ca n be d o ne t o mai ntai n sec urity.
H o wever, if t he user p ossesse d m ulti ple hi d de n v ol u mes a n d o nly t he pass p hrases f or a s u bset of t hese are
c o m pr o mise d, t he n t hey may be a ble t o satiate t he a dversar y by reveali ng o ne of t he v ol u mes. It is u n k n o w n
if t his w o ul d be a via ble strateg y beca use we ass u me t he a dversar y w o ul d be a ware of t his ca pa bility a n d may
c o nti n ue pressi ng t he user f or m ore i nf or mati o n.

. D E SI G N I S S U E S F O R S O LI D S T A T E D RI V E S

S oli d state drives (SS D) create a set of di fiere nt iss ues f or Arti fice vers us tra diti o nal har d drives. fte l ogical
bl oc k st ore t hat t he fias h tra nslati o n layer ( F T L) prese nts t o t he o perati ng syste m all o ws t he SS D t o rel ocate
p hysical pages s o t hat gar bage c ollecti o n ca n reclai m pagesi nvali date d by m ore rece nt writesi n de pe n de ntly of
t he o perati ng syste m. Itis necessar y f or t he SS D t o create free ftas h bl oc ks (e nc o m passi ng a m o derate b ut fixe d
n u m ber of pages) t hat ca n be erase d a n d ma de availa ble t of ut ure writes. Erase d bl oc ks are us ually n ot availa ble
viat hel ogicali nterface ast hey are n ot ma p pe di nt ot hel ogical a d dress s pace. The F T L will mar k Arti fice bl oc ks
as writte n w hic h creates a n o pe ni ngf or detecti ng Arti ftce t hr o ug hf ore nsic a nalysis. Alter natively, t he F T L may
u n k n o wi ngly erase hi d de n data as part of o pa q ue a n d n o n-sta n dar dize d gar bage c ollecti o n o perati o ns if it is
u na ware of Arti ftce’s prese nce.

This layer of a bstracti o n prese nts a h ur dle f or de nia ble st orage syste ms. M ost t hat see k t o a d dress t hese c hal-
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lenges either work on raw flash devices [19] or are intended to operate as drive firmware [21,33,34]. Since custom
firmware would be suspicious and raw flash devices are still relatively uncommon, Artifice must attempt to
address these challenges through other means.

7.1. TRIM
Most modern file systems support the TRIM function, which notifies an SSD that certain blocks are no longer
in use by the host, and thus need not be copied to new locations during garbage collection. Ideally, for the
public file system, the hidden data would be TRIMmed, thereforemarked as unallocated by the SSD, andwould
treat garbage collection operations as another form of accidental overwrite. However, only one kind of TRIM
(Non-deterministic TRIM) allows the possibility of accesses to the original data after a block has been subject
to TRIM. When reading from TRIMmed blocks, the SSD couldreturn either the original data or some other
information if the block has been subjected to garbage collection.

The other two types of TRIM are far more damaging for a deniable storage system: deterministic read after
TRIM (DRAT) andDeterministic Read Zero after TRIM (RZAT). Bothwill return some consistent pre-defined
value for any logical block address that has been TRIMmed. In this case, it would be necessary for a deniable
storage system to leave all of its blocks listed as allocated on the SSD and therefore vulnerable to forensic anal-
ysis. Additionally, deterministic TRIM will cause most, if not all, free space on the device to appear uniform,
eliminating the ability for a deniable storage system to hide within pseudorandom free space.

The challenge posed by TRIM is somewhat mitigated by the fact that most operating systems utilize periodic
TRIM, where the operating system will periodically send a TRIM command for all blocks deleted after the
previous TRIM operation [35,36]. This is viewed as preferable to continuous TRIM where a TRIM command is
sent to the disk each time a file is deleted. The common use of periodic TRIM allows for a small region of
accessible unTRIMmed free space to exist on an SSD between TRIM invocations. The size and lifespan of this
region would be dependent on the periodic TRIM settings and how much data the user has deleted since the
last TRIM operation. If this region is of sufficient size, then it would be possible to deniably write data to this
region.

There is a more reliable method of mitigating the effects of TRIM: it is common to disable the TRIM command
if using a drive encryption system as it could leak the locations of the unallocated blocks and reveal the possible
size of stored data [6,18,37]. In the case of a deniable storage system, disabling TRIM is an ideal choice as we
need not worry about hiding data in blocks that would be altered by TRIM - effectively causing the SSD to
behave as a mechanical disk from the perspective of Artifice and the public file system.

7.2. Opportunities in host controlled SSDs and zoned namespaces
Parallel to the development of FTL based SSDs, there has been work on FTL-less flash devices such as open
channel SSDs. A related recent development has been themove towards the adoption of ZonedNamespaces [38].
This new approach breaks an SSD up into a series of sequentially written and host controlled “zones” that are
written sequentially similar to a log structured file system. Zoned block device support is already included
in the Linux kernel through software such as dm-zoned and F2FS [39,40]. Zones behave similarly to segments
in a log structured file system or erase blocks on a flash device. Artifice could extend its block allocation
functionality to support hiding data in zones already containing pseudorandom or encrypted information.
The hidden blocks could be claimed to be deleted data that have not yet been garbage collected by the file
system or dm-zoned. As virtual block devices in Linux can layer atop one another, it is also possible to tune
Artifice to leverage specific behaviors of dm-zoned to more effectively hide information in a zoned storage
device.

While Zoned Namespaces and other host controlled flash devices present ideal options for bypassing the chal-
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le nges p ose d by F T L c o ntr olle d dis ks, t hey have n ot yet ac hieve d wi de a d o pti o n a n d s o me sta n dar ds s uc h as
Z o ne d Na mes paces have n ot yet bee n i ntegrate d i nt o c o m m o nly availa ble har d ware.

. T H E M U L TI P L E S N A P S H O T T R A D E- O F F

In w hat is c o m m o nly calle d a m ulti ple s na ps h ot attac k, t he a dversar y has bee n a ble t o vie w t he c o nte nts of t he
user’s device at t w o or m ore p oi ntsi n ti me a n d c o m pare t he di fiere nces bet wee n t hese s na ps h otsi n a n atte m pt
t o ex p ose hi d de n v ol u mes. M ost rece nt de nia ble st orage syste ms place sig ni fica nt e m p hasis o n defe n di ng
agai nstt his s ort of attac k [10,11,17,19,21]. E Th ortst o pr ovi de a pr ova ble g uara ntee agai nst a m ulti ple s na ps h ot attac k
i nevita bly wea ke n t he syste m agai nst ot her far si m pler attac ks as t hey re q uire c o nsta ntly r u n ni ng s o fi ware t o
disg uise accesses. These a p pr oac hes pri marily c o m pr o mise disg uisi ngt he user’s a bilityt o r u n a de nia ble st orage
syste m, w hic h we ass u me is less res o urce i nte nsive f or a n a dversar y t o deter mi ne. M ost previ o us m ulti ple
s na ps h ot resista nt syste ms rely o n ma ki ng accesses t o p u blic a n d hi d de n v ol u mes i n disti ng uis ha ble fr o m o ne
a n ot her t hr o ug h a n u m ber of ra n d o m dec oy accesses. If t his a p pr oac h is ta ke n i n wit h Arti fice, t he a dversar y
w o ul d be a ble t o see write patter ns t hat may be a b n or mal f or a give n p u blic file syste m a n d t heref ore har d t o
pla usi bly de ny. A d diti o nally, t hese a p pr oac hes d o n ot mitigate i nf or mati o n lea kage or see k t o defe n d agai nst
mal ware, t he later of w hic h c o ul d be use d t o carr y o ut c o nti n u o us tra ftc a nalysis [5], a m ore p o werf ul attac k
i n w hic h t he a dversar y is ca pa ble of vie wi ng t he or der a n d ti mi ng of i n divi d ual dis k o perati o ns as o p p ose d t o
static s na ps h ots. I n lig ht of t hese tra de- o fis, Arti ftce i nstea d pri oritizes hi di ng t he user’s ca pa bility of r u n ni ng
a pla usi bly de nia ble syste m, defe nse agai nst mal ware, a n d i nf or mati o nlea kage resista nce a n d pri marily places
t he o n us o n t he user t o av oi d m ulti ple s na ps h ot sce nari os t hr o ug h o perati o nal mea ns.

Arti fice’s pri mar y defe nse agai nst a m ulti ple s na ps h ot attac k is t hr o ug h o perati o nal pr oce d ures. Av oi di ng t he
sce nari o of a m ulti ple s na ps h ot attac k is t he m ost f o ol pr o of way t o defeat it. W he n a n a dversar y gai ns access
t o t he device, wit h o ut t he user s u per visi ng, t he user m ust ass u me t hat eit her a s na ps h ot has bee n ta ke n or
mal ware has bee n i nstalle d. The easiest a n d m ost relia ble res p o nse is t o re place eit her t he w h ole device or t he
dis k or t o de nia bly scra m ble t he c o nte nts of t he dis k, re n deri ng t he previ o us s na ps h ot mea ni ngless. Wit h a ny
data alrea dy c o ntai ne di n t he p u blic a n d hi d de n v ol u mes c o pie d t o t he ne w device, t hereis t he n n ot hi ngf or t he
a dversar y t o mea ni ngf ully c o m pare t o t hei nitial s na ps h ot. I n t he case of a mec ha nical dis k, a defrag me ntati o n
o perati o n bet wee n t w o s na ps h ots w o ul d re n der t he first mea ni ngless a n d pr ovi de a de nia ble reas o n f or t he
c ha nges. O nly t he n w o ul d hi d de n data be writte n t o t he hi d de n v ol u me. Alt h o ug h relyi ng o n o perati o nal
sec urity is i deal, it will n ot al ways be practical f or a user t o ta ke s uc h relatively drastic meas ures.

W hile o perati o nal pr oce d ures w o ul d be a relatively relia ble met h o d of defe n di ng agai nst m ulti ple s na ps h ot
attac ks, alter native mea ns are als o p ossi ble wit h Arti ftce. O ne p ossi ble met h o d is t o write data t o a p orti o n
of t he dis k w here t he c o nte nts c ha nge fre q ue ntly. ftis re d uces t he pr o ble m t o selecti ng s uita ble bl oc ks f or
st ori ng hi d de n data at t he c ost of i nc urri ng m ore over writes. Arti Thce will be li mite d t o writi ng ne w data o nly
t o bl oc ks t hat have bee n free d by t he p u blic ftle syste m a fter t he m ost rece nt o p p ort u nity f or t he a dversar y t o
ta ke a s na ps h ot. To acc o m plis h t his Arti fice st ores i n its meta data a n all ocati o n bit vect or descri bi ng w hic h
bl oc ks are i n use. W he n Arti Thce is next i nitialize d, t he c urre nt state of t he dis k w o ul d be c o m pare d t o t he
previ o us state. Si nce t hese “ h ot” regi o ns o n t he dis k c ha nge fre q ue ntly, t here w o ul d be a de nia ble reas o n f or
c ha nges i n t he free s pace. ftere are s o me seri o us li mitati o ns t o t his a p pr oac h. The first is t hat usi ng a sec ure
delete pr ogra m or key rev ocati o n tec h ni q ue is esse ntial. Ot her wise, rece ntly c ha nge d pse u d ora n d o m bl oc ks
t hat ca n n ot be decr y pte d by a user’s key w o ul d be i n here ntly s us pici o us. fte sec o n d is t hat hi di ng data i n
fre q ue ntly c ha nge d secti o ns of t he dis k i ncreases t he pr o ba bility of over write a n d w o ul d negatively i m pact
t he s ur viva bility of t he hi d de n data. Arti ffce w o ul d t he n nee d t o st ore larger sets of carrier bl oc ks t o pr ovi de
a reas o na ble pr o ba bility of s ur vival. Lastly, f or t his a p pr oac h t o be feasi ble, t he user m ust be s ure t o delete
a s u ficie nt a m o u nt of data t o pr ovi de free bl oc ks t o write t o. It is als o u n k n o w n w het her s uc h atte m pts at
mi mic ki ng ge n ui ne dis k o perati o ns h ol d u p t o rig or o us a nalysis.
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Figure 5. Probability of survival for Artifice metadata in a variety of configurations using both AONT-RS (AONT) and Shamir Secret Sharing
(SSS). Probabilities are calculated assuming 512GB of free space, 5GB written between repair cycles, 5GB Artifice volume, and over the
course of 365 repair cycles.

9. SURVIVABILITY
Conventional systems are predominantly designed for use with highly reliable devices. Traditional magnetic
drives have an uncorrectable error rate on the order of 10−13–10−15 [41]. If a block can be read at all, it is
extremely unlikely to be incorrect after normal error correction techniques are carried out by the disk. Blocks
that are marginal can be remapped by the drive or the file system. Failed blocks are typically protected through
error correcting codes or replication.

In contrast, a deniable storage system would have constant destruction of data blocks as a normal behavior.
Normal public system operations will overwrite some Artifice carrier blocks. Without a constantly running
mechanism to prevent the public file system from overwriting carrier blocks, the survival of the hidden infor-
mation is probabilistic. Although this may appear as a problematic situation, it is relatively simple to reliably
ensure the survival of a small hidden volume hiding in a large area of unallocated space.

Recall from Section 3 that we require 𝑘 carrier blocks out of a set of 𝑛 to reconstruct our original data when
using secret sharing. By calculating the probability that wewill lose nomore than 𝑛−𝑘 blocks, we can determine
the probability of survival for an Artifice volume. We assume 𝑛 − 𝑘 is the number of redundant shares, 𝑠 is
the logical size of the Artifice volume, Size(𝑠, 𝑛, 𝑘) is the number of blocks at risk of being overwritten, 𝑝 is
the probability that a given carrier block is overwritten, and 𝑡 is the is time in days. We can perform a similar
calculation to determine the survival probability for the entirety of an Artifice instance where Size() is instead
the effective size of the entire instance when accounting for write amplification.

Pr
Survival

(𝑘, 𝑛) = (
𝑛−𝑘∑
𝑖=0

𝑝𝑖
(
𝑛

𝑖

)
(1 − 𝑝)𝑛−𝑖)Size(𝑠,𝑛,𝑘)·𝑡

With this function, we can evaluate the probability of survival for a given number of carrier blocks. We assume
that the drive in use has 512 GB of unallocated space and anArtifice instance of 5 GB. It is assumed that the user
writes 5 GB of data between each time Artifice is initialized to start a repair cycle that rebuilds any overwritten
blocks.

Figure 5 shows the survival probability of our example instance over the course of one year assuming a repair
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Figure 6. Probability of survival with varying Artifice volume sizes ranging from 256MB to 4GB, 5GB of writes between repair operations,
and 512GB of unallocated space.

Figure 7. Probability of survival with varying sizes of writes between Artifice invocations from 256MB to 8GB, 512GB of unallocated space,
and a 5GB Artifice volume.

cycle run each day for both the metadata and the entire Artifice instance with a variety of different encoding
techniques and numbers of carrier blocks. From these calculations, we can see that there is a number of carrier
blocks for each configuration where the probability of survival asymptotically approaches one which depends
on the reconstruction threshold 𝑘 . We can also observe that using AONT-RS can provide better reliability due
to improved error correction capabilities and a smaller footprint on the disk. On the other hand, Shamir Secret
Sharing would usually require one additional carrier block to provide a similar level of reliability.

We can alsomodel survivability with respect to the size of the Artifice volume, the size of the unallocated space,
and the amount written to the public file system between repair operations. For these figures, we assume that
each data block corresponds to a set of eight carrier blocks. As shown in Figure 6, the smaller is the Artifice
volume, the higher is the probability of survival with overall marginal decreases in reliability even in the case
of Shamir Secret Sharing with a threshold of three blocks which lags behind the other configurations. Overall,
we can observe a linear relationship between the size of the Artifice volume and reliability. In the case of the
amount written to the public volume between repair operations [Figure 7], we can observe an exponential
decrease in reliability after approximately 4 GB. Finally, when regarding the amount of free space available to
Artifice [Figure 8], we can see that 256 GB of unallocated space provides a promising probability of survival
for our Artifice instance.
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Figure 8. Probability of survival with varying sizes of unallocated spaces from 64GB to 512GB, 5GB of writes between repair operations,
and a 5GB Artifice volume.

The last metric we must consider when evaluating the survivability of an Artifice instance is the write amplifi-
cation and metadata overhead of our information dispersal scheme. In the case of Shamir Secret Sharing, the
metadata overhead is minimal as we must only track the offset of each block and checksums to detect whether
a block has been overwritten, although we see significant write amplification as the size of our plaintext data is
multiplied by the number of shares. In our AONT-RS scheme, the write amplification is improved such that
the size is only amplified by a factor of number of carrier blocks/number of data blocks.

This shows that Artifice can sustain severe damage, as long as the user: (1) maintains a certain percentage of
the encapsulating file system free for Artifice to occupy; and (2) regularly mounts Artifice to carry out self
repair. It should be noted that these figures do not specifically take into account the probability of overwrite
from additional sources such as garbage collection on an SSD utilizing non-deterministic TRIM operations.
AlthoughArtifice cannot escape the probabilistic block overwrite behaviors that arise as a result of our stronger
adversarymodel, it is possible with the right configurationwith respect to the user’s circumstances to effectively
nullify the issue.

10. EVALUATION
To demonstrate and test its viability, we implemented Artifice as a loadable kernel module intended to be run
from a Linux live flash drive. Artifice uses the device-mapper framework to present the user with a virtual block
device. Artifice maps block IO operations from logical data blocks to secret split carrier blocks that are written
into the free space of an existing file system. As with most device-mapper targets, Artifice can be layered with
other device mappers such as dm-crypt and dm-zoned to modify its behavior. The current implementation
of Artifice is easily extensible to support multiple public file system types and currently supports EXT4 and
FAT32 with planned support for NTFS and APFS.

For obfuscation and redundancy, Artifice includes a variant of the libgfshare [42] Shamir Secret Sharing library
ported for use in the Linux kernel. The current implementation operates on 4 KB logical blocks as it is a
common block size for file systems such asEXT4 and because it is the default Linux page size. Block checksums
use a modified version of the cityhash library [43] and the passphrase is hashed with SHA256.

10.1 Performance considerations
In general, the performance of a deniable storage system is a low priority. Artifice is not a high performance
system; its ultimate goal is protecting the user and only requires sufficient throughput to process small amounts
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Table 3. Performance comparison of public volume performancewith artifice configuredwith AONT-RS and Shamir Secret Sharing (SSS)

Public Volume Artifice AONT Artifice SSS

Throughput CPU Throughput CPU Throughput CPU

Read 795.399 MB/s 59.970% 124.556 MB/s 8.313% 46.946 MB/s 3.000%

±31.580 ±2.419 ±3.157 ±0.264 ±0.986 ±0.210

Write 523.758 MB/s 30.731% 82.512 MB/s 17.072% 66.965 MB/s 13.410%

±12.591 ±1.186 ±0.812 ±0.224 ±0.792 ±0.356

of information. That said, performance must be sufficiently fast so that Artifice does not become a dangerous
hindrance to the user as is the case with some previous systems [10,11,17]. We consider this threshold to be
the performance of a small removable storage device such as a USB flash drive. The largest source of over-
head is write amplification from writing multiple carrier blocks for each individual data block. To a lesser
extent, performance is impacted by the additional processing that secret sharing or Reed–Solomon requires
when compared to a scheme that only utilizes encryption. Performance oriented Shamir Secret Sharing and
erasure code implementations can be achieved through the use of vector instructions [44] and fast Fourier
transforms [45] to accelerate Galois field operations. Despite these optimizations, reading multiple blocks from
disparate locations will hinder performance.

Fortunately, the use of magnetic hard drives is rapidly decreasing and with them painfully long seek times.
SSDs impose no significant seek penalty and have high read performance. Scattered blocks on an SSD pose
less of a performance hindrance.

Contrarily, writing redundant carrier blocks will inevitably impose excess writes and CPU overhead. Tradi-
tional buffering techniques can be used to mitigate these delays. Simple methods applied in traditional storage
devices, such as contiguous allocation, are not applicable as they introduce correlations that would render
Artifice vulnerable to multiple snapshot attacks and an increased risk of accidental overwrite.

It is also important that a deniable storage system does not impact the performance of the public system as is
the case with some approaches aimed at tackling the multiple snapshot attack [10,11,17].

Our test machine was equipped with an AMD R7-2700 CPU, 32 GB of RAM, and a 1 TB HP EX920 SSD. To
better model an average laptop computer, we ran all benchmarks on a Virtualbox virtual machine with four
processor cores, 4GB of RAM, and a virtual disk formatted with FAT32 containing 100 GB of free space. This
virtual machine was running Ubuntu 18.04 with kernel v4.15.0. Our Artifice volume was 16 GB and formatted
with EXT4. For our benchmark, we used bonnie++ version 1.97 without any additional flags.

As shown in Table 3, our Artifice implementation using a relatively slow secret sharing library running on
a commodity SSD provides performance on par with USB 2.0 flash drives [46] and thoroughly surpasses the
write throughput of recent competing systems [10,11,17] without compromising the performance of the public
volume. As the current bottleneck is a naive secret sharing implementation, further improvements can be
made by leveraging processor vector instructions or fast Fourier transforms, as previously discussed. Even
without those improvements, Artifice’s performance is sufficient for most basic tasks including compressed
1080p video playback.

11. CONCLUSION
Artifice is an operationally secure deniable block device that addresses the problem of hiding a users capability
of running a deniable storage system. The use of combinatorial security in addition to more conventional
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techniques, self repair functionality, and comparatively simple solutions to the challenges posed by multiple
snapshot attacks and flash devices results in a system that addresses the challenges posed by a more realistic
and knowledgeable adversary. We demonstrate that this system can be tuned to survive hidden data overwrite
from public file system operations, while also resulting in significantly improved performance and usability
when compared to previous designs. A deniable storage system such as Artifice provides a much needed tool
to ensure the continued free flow of information in suppressed or surveilled environments.
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